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ABSTRACT
Ride hailing is a widespread shared mobility application where the central issue is to assign taxi requests to drivers with various objectives. Despite extensive research on task assignment in ride hailing, the fairness of earnings among drivers is largely neglected. Pioneer studies on fair task assignment in ride hailing are ineffective and inefficient due to their myopic optimization perspective and time-consuming assignment techniques. In this work, we propose LAF, an effective and efficient task assignment scheme that optimizes both utility and fairness. We adopt reinforcement learning to make assignments in a holistic manner and propose a set of acceleration techniques to enable fast fair assignment on large-scale data. Experiments show that LAF outperforms the state-of-the-arts by up to 86.7%, 29.1%, 797% on fairness, utility and efficiency, respectively.

CCS CONCEPTS
• Applied computing → Economics.
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1 INTRODUCTION
Ride hailing is an emerging shared mobility service that significantly increases the urban traffic capacity. For example, a major ride hailing platform in China has reached over 50 million daily trips in 2020. A ride hailing service consists of drivers, passengers, and the platform, where the platform matches taxi requests submitted by passengers to drivers. Matching between taxi requests and drivers, a.k.a. task assignment, is the core issue in ride hailing research [19, 21, 23, 24, 26].

Existing studies mainly optimize task assignment from the perspective of the platform or the passengers, whereas few have investigated the problem from the drivers’ perspective. For example, many assignment algorithms have been designed to maximize the utility [19, 23, 26] or minimize the travel cost [21] or the passengers’ waiting time [24]. Only very recently did pioneer work [13, 17] explore objectives such as balancing earnings among drivers during task assignment. We argue that blindly assigning drivers to tasks that maximizes utility may impair the drivers’ experience in terms of notable earning gaps among drivers[2]. Fig. 1 simulates the trajectories of four drivers via an assignment algorithm that merely maximizes utility. Driver 1 is first assigned a request which ends in the remote area. After completing this order, it is difficult for him/her to get back to the busy area, leading to low hourly earnings. In contrast, driver 3 is assigned by chance to another request which ends in the busy area so that he/she can have higher hourly earnings. Driver 2 stays in the busy area but is rarely assigned a request. The long idle time also leads to low hourly earnings. In comparison, driver 4 happened to be assigned many requests and the short idle time contributes to a higher hourly earning. Such gaps in hourly earnings among drivers (driver 1, 2 vs. driver 3, 4 in this example) may discourage drivers and result in unfair task assignment.

Although fairness in task assignment has been extensively researched in application domains such as load balancing in cloud computing [4, 6, 10, 12] and kidney exchange [7, 15], fair task assignment in ride hailing faces unique challenges. (i) online setting: ride hailing is a two-sided online assignment scenario, with high spatiotemporal dependencies and variations [20]. (ii) bi-objective optimization: an ideal assignment algorithm for ride hailing should optimize both the utility and the fairness among drivers, under various practical constraints. (iii) high efficiency requirement: real-world ride hailing platforms require fast assignments on data at urban-scale. The state-of-the-art fair assignment algorithms for ride hailing [13, 17] fail to address all these challenges. Firstly, these
Fair assignment in ride hailing is challenging due to the strong spatiotemporal dynamics and devise efficient and effective assignment algorithms that notably outperform the state-of-the-art fair assignment algorithms [13, 17].

3 PROBLEM STATEMENT

As with previous studies [13, 17], we consider batched assignments of drivers to requests. Let $W$ and $R$ be the sets of drivers and requests in the time horizon of interest $T$. In each batch $t$, assignments between the requests $R(t)$ and drivers $W(t)$ available in this batch are formulated as a bipartite matching problem to optimize both utility and fairness. The batched setting is widely adopted in real-world large-scale ride-hailing applications [19, 25, 26].

Definition 1 (Request). A taxi request $r \in R$ is denoted as a tuple $< o_r, d_r, p_r, t_r >$, where $o_r$, $d_r$, $p_r$ and $t_r$ represent the origin, destination, price and duration of $r$. 

2 RELATED WORK

Our work is mainly related to two threads of research: task assignment in ride-hailing and fairness in assignment problems.

Task Assignment in Ride Hailing. Due to its fast expansion in metropolitan, ride-hailing has attracted extensive research interests [1, 21, 23, 24, 26], where a core topic is to assign taxi requests to drivers for certain optimization objects. Common goals in ride-hailing include maximizing profit [23, 26], minimizing travel cost [21, 22], minimizing passengers’ waiting time [1, 24], and so on.

Many task assignment algorithms focus on providing theoretical performance guarantees [24]. However, they often make assumptions such as independence among drivers and assignments, which often prohibits them from delivering the expected performance in real-world applications. A promising alternative is to automatically learn to optimize the assignments from historical data with few assumptions. For example, some recent work [25] achieves the state-of-the-art performance by using reinforcement learning to optimize utility. In this work, we also target at practical task assignment algorithms suited for large-scale applications. Our method is inspired by [25] but we are the first to design a reinforcement learning based solution that optimizes both utility and fairness.

Fairness in Assignment Problems. Fairness has long been an essential factor of assignment problems in various applications [9, 14]. Research on fair assignment can be divided into two categories depending on whether the tasks and workers are static or dynamic.

In static fair assignment, both workers and tasks are static, which is common in crowdsourcing [3, 11] and kidney exchange [7, 15]. Dynamic fair assignment is more difficult, where one or both side can be dynamic. This setting is fit for applications such as cloud computing [12] and web request allocation [4], where the objective is to balance the load of servers. Some work [5] studied fair assignment in spatial crowdsourcing, where fairness means workers serve the same number or value of tasks. This fairness goal is unfit for ride-hailing, since different taxi drivers have different working times.

Fairness in ride-hailing belongs to dynamic fair assignment problems. Of particular interest is the fairness of driver earnings [13, 17]. Fair assignment in ride-hailing is challenging due to the strong spatiotemporal dynamics and devise efficient and effective assignment algorithms that notably outperform the state-of-the-art fair assignment algorithms [13, 17].
In real-world ride-hailing applications, the origin and the destination of a request are input by the passengers and uploaded to the platform. We make no assumptions on the origin and the destination of a request. Upon receiving the request, the platform determines the price and estimates the duration for the request based on the trip distance and other factors e.g., traffic congestion. For simplicity, we assume the duration is a multiple of $t$. Note that the ratio $p_t/\tau_t$ decides the per-batch earnings of a driver if the request is assigned to him/her, as we will explain next.

**Definition 2 (Driver).** A taxi driver $w \in W$ is denoted as a tuple $< l_w^{(t)}, u_w^{(t)}, a_w^{(t)} >$, where $l_w^{(t)}$, $u_w^{(t)}$, and $a_w^{(t)}$ are $w$’s current location, earnings and status in batch $t$.

The status $a_w^{(t)}$ is a binary indicator of 0 or 1. $a_w^{(t)} = 0$ if the driver is inactive, i.e., not on the platform. $a_w^{(t)} = 1$ if the driver is active, which can be either idle or serving a request. We assume $a_w^{(t)}$ stays the same within a batch since the batch size is small in practice (e.g., 2 seconds [26]). The earnings $u_w^{(t)} = 0$ if the driver is idle, whereas $u_w^{(t)} = p_t/\tau_t$ if he/she is serving request $r$ in batch $t$. Unlike prior studies [21, 24] that assume independent driver distributions across batches, we consider a more realistic dependency driver setting. That is, the driver distribution in future batches is influenced by that of the current batch as well as the current assignment. The dependency driver setting accounts for the temporal dependency of assignments across batches.

**Definition 3 (Bipartite Graph).** We use a bipartite graph $G^{(t)} = \langle R^{(t)}, W^{(t)}, E^{(t)} \rangle$ to denote the candidate assignments between drivers and requests in batch $t$, where node sets $R^{(t)}$ and $W^{(t)}$ are the requests to be assigned and the available drivers in $t$, respectively. There is an edge $(r, w) \in E^{(t)}$ with a weight $\theta_{r,w}$ if request $r$ can be assigned to driver $w$.

In line with prior research on task assignment in ride-hailing [26], an edge only exists if the request-driver distance is within a threshold to avoid a long waiting time of passengers. We also assign a rejection rate $\lambda_{w,r}$ to each edge $(r, w)$ to account for other user experience related factors. The distance threshold and the rejection rates are set by the platform. The weight $\theta_{r,w}$ is initially set as the price $p_t$ of request $r$.

Our objective is to find for each batch $t \in \{1, 2, \cdots, T\}$ a matching $M^{(t)}$ on candidate assignments $G^{(t)}$ that optimize total utility and temporal earnings fairness defined as below.

**Definition 4 (Total Utility).** Given the reusable set of drivers $W$ and the dynamically appeared set of requests $R$, the total utility is the expected accumulated earnings across all drivers till batch $T$, i.e.,

$$ U = \sum_{w \in W} E \left[ \sum_{t \in T} u_w^{(t)} \right] $$

(1)

where $E \left[ \cdot \right]$ takes the expectation. The expected accumulative earnings $E \left[ \sum_{t \in T} u_w^{(t)} \right]$ of $w$ are decided by the matching results:

$$ E \left[ \sum_{t \in T} u_w^{(t)} \right] = \sum_{t \in T} \sum_{(r, w) \in M^{(t)}} (1 - \lambda_{w,r}) \cdot p_t $$.  

(2)

We maximize $U$ to optimize the overall earnings of drivers.

**Table 1: Summary of important notations.**

<table>
<thead>
<tr>
<th>Notation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T$</td>
<td>time horizon of interest i.e., # batches, at the scale of a day</td>
</tr>
<tr>
<td>$t$</td>
<td>a batch, duration of a batch at the scale of seconds</td>
</tr>
<tr>
<td>$W, R$</td>
<td>set of all drivers and requests</td>
</tr>
<tr>
<td>$W^{(t)}, R^{(t)}$</td>
<td>set of available drivers and requests in batch $t$</td>
</tr>
<tr>
<td>$l_w^{(t)}, u_w^{(t)}, a_w^{(t)}$</td>
<td>location, earnings and status of $w$ in batch $t$</td>
</tr>
<tr>
<td>$\sigma_r, d_r, p_r, \tau_r$</td>
<td>origin, destination, price, and duration of request $r$</td>
</tr>
<tr>
<td>$G^{(t)}$</td>
<td>bipartite graph of candidate assignments in batch $t$</td>
</tr>
<tr>
<td>$E^{(t)}$</td>
<td>candidate assignments in batch $t$</td>
</tr>
<tr>
<td>$M^{(t)}$</td>
<td>actual assignments in batch $t$</td>
</tr>
<tr>
<td>$\lambda_{w,r}$</td>
<td>rejection rate of edge $(w, r)$, i.e., assigning $r$ to $w$</td>
</tr>
<tr>
<td>$\theta_{w,r}$</td>
<td>weight of edge $(w, r)$</td>
</tr>
<tr>
<td>$U$</td>
<td>total utility</td>
</tr>
<tr>
<td>$F_w$</td>
<td>weighted amortized fairness</td>
</tr>
<tr>
<td>$\xi^{(t)}$</td>
<td>weight for active time in $F_w$</td>
</tr>
<tr>
<td>$F$</td>
<td>temporal earnings fairness</td>
</tr>
<tr>
<td>$V$</td>
<td>value function, $V(l)$ denotes the value in location $l$</td>
</tr>
<tr>
<td>$H, S$</td>
<td>hexagon and square value functions</td>
</tr>
<tr>
<td>$\mathcal{D}$</td>
<td>guidance scheme for idle drivers</td>
</tr>
</tbody>
</table>

We adopt the notion of **amortized fairness** [17] to characterize the **temporal earnings fairness** among drivers. The amortized fairness, which is the accumulative earnings over the active time $(\sum_{t \in T} u_w^{(t)})/(\sum_{t \in T} a_w^{(t)})$, should be equal among drivers. However, we argue that the naive amortized fairness can be unfair to drivers who have different working hour preferences or schedules (e.g., daytime, night hours, or rush hours). Since the taxi demand in different time of the day varies, the potential earnings also differs. Therefore, enforcing equal earnings proportional to the active time leads to earnings inequality between drivers e.g., who mainly work in the day and those who mostly work at night. As a remedy, we propose to use the weighted amortized fairness defined as below.

**Definition 5 (Weighted Amortized Fairness).** The weighted amortized fairness of driver $w$ is his/her accumulative earnings over his/her weighted active time:

$$ F_w = \frac{\sum_{t \in T} u_w^{(t)} \cdot \xi^{(t)}}{\sum_{t \in T} a_w^{(t)}} $$

(3)

where $\xi^{(t)}$ is the weight associated to the earnings to normalize the variations in potential earnings across different times of the day. Typically, the time horizon of interest $T$ is a day, a batch $t$ is at the scale of seconds e.g., 2 seconds, and the temporal weight $\xi^{(t)}$ varies on an hourly basis. This is because reports show that taxi drivers concern about hourly and daily wages for decision-makings [16] and have demonstrated dramatic fluctuations in taxi demand by hours [20]. For simplicity, we use the median of driver earnings within the current hour containing batch $t$ as $\xi^{(t)}$.

To quantify the fairness distribution among all drivers, we define the **temporal earnings fairness** based on the weight amortized fairness as follows.
LAF also incorporates a set of pruning and acceleration strategies for efficient bi-objective (utility and fairness) assignment on large-scale data. We present an overview of LAF in Sec. 4.1 and elaborates on the details in Sec. 4.2 and Sec. 4.3.

4.1 LAF Overview

LAF consists of a learning-based re-weighting module and an efficient bi-objective assignment module (Fig. 2).

- The learning-based re-weighting module (Sec. 4.2) refines the edge weights in the bipartite graph, which are initialized as trip prices (see Definition 3), to reflect the impact of the current assignment on future utility and fairness. The weight refinement policies are acquired via online reinforcement learning and we also design a driver guidance scheme to mitigate the cold start problem of online learning.

- The efficient bi-objective assignment module (Sec. 4.3) assigns taxi requests to drivers considering both utility and fairness. Its core is the fair augmentation algorithm, which applies the Kuhn–Munkres algorithm [8] to maximize utility and checks earnings rates across drivers to ensure fairness. We also design techniques (BFS Split and Special Judge) to accelerate the assignment on large-scale data taking advantage of the sparsity in the bipartite graph.

In each batch, LAF operates in four stages: evaluating, assigning, guiding and learning (Fig. 2). Each batch starts with evaluating Given a bipartite graph with edge weights initialized by the trip price, the learning-based re-weighting module will update the weights such that the weights reflect both the immediate and future earnings. Then in the assigning stage, the efficient bi-objective assignment module computes a new matching on the refined bipartite graph, considering both the utility and fairness. Since (i) the updated weights account for the impact of the current assignments on future ones, and (ii) the assignment algorithm is bi-objective, the resulting assignments optimize both utility and fairness in a holistic manner (i.e., considering temporal dependencies among assignments across batches). The last are the learning and guiding stages. The re-weighting module will learn from the matching results to improve its re-weighting policy for the next batch and guide idle drivers to busy area to avoid the cold start of online learning.

4.2 Learning-based Re-weighting

This subsection explains how to apply online reinforcement learning to model the impact of current assignments on future utility and fairness. We start with the basic formulation (Sec. 4.2.1), discuss practical issues (Sec. 4.2.2, Sec. 4.2.3, Sec. 4.2.4), and finally present the complete design (Sec. 4.2.5).

4.2.1 Online Reinforcement Learning based Formulation.

Reinforcement learning [18] is a learning method by agents interacting with the environment over time. The agent takes an action each step and gets rewards from the environment. Based on the rewards, the agent updates its value function $V^*_w$ which maps from the agent $w$’s state to the expected accumulated reward if the agent takes action following policy $\pi$. The optimal policy can be learned through evaluating the rewards obtained through interactions with the environment.
In our context, each active driver is considered as an agent. In each batch, an agent (i.e., driver) can take two actions, taking a taxi request \( r \) or remaining idle and the reward is \( p_r \) or 0, respectively. The state of a driver \( w \) is represented by his/her location \( l_w(t) \) and batch \( t \) as \( (l_w(t), t) \). We are interested in the value function \( V^π_w(l_w(t), t) \) of driver \( w \) for his/her state \( (l_w(t), t) \) following the policy \( π \) that optimizes the total utility and temporal earnings fairness. Note that it is challenging to explicitly derive the policy \( π \) due to the fairness goal and the potential action conflicts among drivers. Hence we use value-iteration to learn the value function. That is, we iteratively update the value function from the rewards without considering policy as follows.

\[
V^π_w(l_w(t), t) \leftarrow V^π_w(l_w(t), t) + \beta \cdot \Delta_w \quad (\forall w \in W)
\]

where \( \beta \) is learning ratio and \( \Delta_w \) is decided by:

\[
\Delta_w = \begin{cases} 
    p_r + V^π_w(d_r, t + r_{\tau}) - V^π_w(l_w(t), t) & \text{if } w \text{ gets } r \\
    0 & \text{if } w \text{ is idle}
\end{cases}
\]

Since we do not aim for an explicit policy \( π \), we omit the superscript \( π \) in the rest of paper for brevity. Also note that we adopt an online reinforcement learning model to be adaptive to the short-term dynamics in urban traffic. Combining traffic pattern prediction with reinforcement learning is out of the scope of this paper.

4.2.2 Reducing Numbers of States. The formulation above has too many states for an agent to explore, which prohibits effective reinforcement learning. Simple state discretization is insufficient. Note that the total number of states is the number of spacial states \( N_S \) times the number of temporal states \( N_T \). Consider a city partitioned into tiles with a square of 1 km\(^2\) and the time horizon of one day into segments with span of 20 min (average trip duration), then \( N_S \) and \( N_T \) will be about 8,000 and 72, respectively, resulting in over 500,000 states in total. This is beyond an agent’s exploration capacity. In a day of 25,200 actions, estimated by assuming active time of 14 hours (permitted maximum working hours) and exploring a state every 2 seconds (a batch). The actual exploration number is much lower if excluding the time when serving requests.

We reduce the number of states by two methods.

- **Spatial value function approximation.** We approximate the original value function in the spatiotemporal state space into the spatial state space only, i.e., \( V_w(d_r, t + r_{\tau}) = V_w(d_r, t) \). This is reasonable because most requests last less than half an hour and the variation of value functions can be ignored. Accordingly, the update equation can be rewritten as:

\[
\Delta_w = \begin{cases} 
    p_r + V^π_w(d_r, t) - V^π_w(l_w(t), t) & \text{if } w \text{ gets } r \\
    0 & \text{if } w \text{ is idle}
\end{cases}
\]

The discount factor \( \gamma \) corrects the approximation inaccuracy of long-duration requests.

- **Information sharing among agents.** We use a shared value function combining all agents’ value functions. This is reasonable because drivers in similar spatiotemporal state should have a similar evaluation to the location. Accordingly, the update equation is further reduced into:

\[
V(l) \leftarrow V(l) + \beta' \cdot \sum_{w | l_w(t) \in l} \Delta_w
\]

where \( \beta' \) is the normalized learning ratio and \( l \) represents all possible locations of value functions.

The first method reduces the total number of states from \( N_T \cdot N_S \) to \( N_S \). The second method makes all drivers explore on the same value function to extend the exploration. Since the number drivers can be on the order of 10,000 in cities, each state will be explored a hundred times on average, which is enough for convergence.

4.2.3 Adaptive to Different Urban Layouts. In practical ride hailing applications, the space is usually discretized [19, 25], which restricts how the value function can vary on the urban layouts. To eliminate such restrictions, we smooth the value function from different directions, which involves two steps: (i) discretize the locations into a two-layer structure and (ii) smooth different layer values.

In LAF, the two layers are the **hexagon layer** and the **square layer** where the city is split into hexagons and squares, respectively. The two shapes provide different specialities for smoothing. Hexagons have more directions and smoothing via these directions benefit irregular urban layouts. As for squares, the boundaries are parallel to longitude and latitude, which are fit for regular area. As shown in Fig. 3, the hexagon layer shows a radial pattern align with the shape of trunk roads (Fig. 3(a)), while the square layer shows a regional pattern indicating some busy areas (Fig. 3(b)).

Finally, we smooth the value function as follows:

\[
V(l) = \frac{1}{|DIR_H| + |DIR_S|} \sum_{x \in DIR_H} H(l + x) + \sum_{x \in DIR_S} S(l + x)
\]

where \( H \) and \( S \) are the value functions for hexagons and squares, which are updated by Eq. (8). \( DIR_H \) and \( DIR_S \) specify the smoothing directed offsets for the two layers.

4.2.4 Avoiding Cold Start in Online Learning. Due to the online learning manner, the value function is initialized as zero, causing the value evaluation to degrade to the initial weight (trip price). Such cold starts prohibit the assignments in initial batches to be future-aware. In response, we propose to guide drivers to appropriate areas in advance. The appropriate areas are decided by both the distance and increment of value function (i.e., line 4 in Algorithm 3). For simplicity, we use hexagon areas (\( A_h \)) in value function \( H \) as the candidate guiding destinations.
Algorithm 1: Evaluating stage of re-weighting module.

**Input:** The bipartite graph $G^{(t)} = (W^{(t)}, R^{(t)}, E^{(t)})$, the rejection probability $\lambda$, hexagon value function $H$, square value function $S$

**Output:** The bipartite graph after re-weighting $G^{(t)} = (W^{(t)}, R^{(t)}, E^{(t)})$

1. $E^{(t)} \leftarrow \emptyset$
2. for $w, r, \theta_{w,r} \in E^{(t)}$ do
   3. calculate $V(l_{w})$ and $V(d_{r})$ by Eq. (9)
   4. $\theta_{w,r} \leftarrow (1 - \lambda_{w,r}) \cdot (p_{r} + \gamma^{r}V(d_{r}) - V(l_{w}))$
   5. $E^{(t)} \leftarrow E^{(t)} \cup \{w, r, \theta_{w,r}\}$
3. return $E^{(t)}$

Algorithm 2: Learning stage of re-weighting module.

**Input:** Assignment results $M^{(t)}$, drivers $W^{(t)}$, hexagon value function $H$, square value function $S$

**Output:** Value functions $H$ and $S$ after update

1. for $w$ in $W^{(t)}$ do
   2. if there exists an order $r$, s.t. $(w, r) \in M^{(t)}$ then
      3. $\Delta_{H} \leftarrow p_{r} + \gamma^{r}H(d_{r}) - H(l_{w})$
      4. $\Delta_{S} \leftarrow p_{r} + \gamma^{r}S(d_{r}) - S(l_{w})$
   3. else
      4. $\Delta_{H} \leftarrow 0$, $\Delta_{S} \leftarrow 0$
   5. $H \leftarrow H + \beta \cdot \Delta_{H}$, $S \leftarrow S + \beta \cdot \Delta_{S}$
3. return $H, S$

4.2.5 Putting It Together. The learning-based re-weighting module consists of three stages: evaluating, learning, and guiding. Algorithm 1, 2, and 3 illustrate the processes, respectively. In line 4 of Algorithm 3, Function $dist$ calculates the distance.

Note that the re-weighting module exploits reinforcement learning to explicitly consider the impact of current assignments on future ones. It does not directly contribute to fairness. In LAF, optimizing the fairness objective is embedded into the optimization of the total utility, as we will explain next.

4.3 Efficient Bi-Objective Assignment

This subsection presents our assignment algorithms that optimize both utility and fairness.

4.3.1 Fair Augmentation. Unlike previous bi-objective solutions that either rely on the slow linear programming [17] or conduct repetitive reassignments between separate optimizations on fairness and utility [13], we propose to directly embed fairness check into the process to maximize the utility for faster assignments.

The standard method to find a matching on a bipartite graph that maximizes utility is the Kuhn-Munkras algorithm [8], where the basic operation is augmentation. That is, we firstly try to find a path composed of matched and unmatched edge alternatively, while the summation of the unmatched edges’ weights is larger than that of matched edges, and if found, we switch the unmatched and matched edges to increase the total utility. The idea of our fair augmentation algorithm is, when searching for an augmentation path, we check the drivers’ future earnings ratios and reject the augmentation with large earnings ratios variance. However, rejecting augmentation may impair the achieved utility. Consider the situation where a newly online driver in the augment path, because he/she has almost zero idle time, so his/her earnings ratio after serving a request will be very large, which leads to frequent rejection of augmentation. Also note that checking the variance of all drivers after finding an augment path is time-consuming. Therefore, instead of checking all drivers, we only check the adjacent two drivers in the augment path, and once we find variance ratio, we break and stop augmentation immediately. Algorithm 4 illustrates the fair augmentation algorithm, which has a time complexity of $O(N^2M)$, where $M = \max(|W^{(t)}|, |R^{(t)}|)^2$ and $N = \min(|W^{(t)}|, |R^{(t)}|)$.

4.3.2 Accelerations. We further accelerate the fair augmentation algorithm taking advantage of the sparsity of the bipartite graph. Specifically, we perform breadth first search (BFS) to split the assignment graph into several parts. Many of these parts contain only one driver (request), so we use special judge to quickly find the best request (driver) for the single node. Our bi-objective assignment algorithm with further accelerations is shown in Algorithm 5.

5 EVALUATION

This section presents the evaluations of our methods.

5.1 Experiment Setting

Validation Environment. We conduct experiments on a simulator based on a major ride hailing platform. We experiment on three cities for 21 days. The simulator generates requests, simulates the drivers and passengers’ behaviors (i.e., idle driver transitions and passenger rejections), builds the bipartite graph, and executes our assigning algorithm.

Baselines. We compare our method with the following baselines.

- Distance-Greedy (DG): it assigns every request to its closest available driver. It is a widely used baseline in ride hailing.
- Earnings-Ratio-Greedy (ERG): it first sorts all available drivers based on he/she has almost zero idle time, so his/her earnings ratio after serving a request will be very large, which leads to frequent rejection of augmentation.
Algorithm 4: Fair augmentation.

**Input:** The bipartite graph $G(t) =< W(t), R(t), E(t) >$

**Output:** Assignment $M(t)$

1. $M(t) = \emptyset$

2. For each $w \in W(t)$ do
   - While there exists an augment Path $P$ do
     - Accept $\rightarrow$ True
     - For every pair of adjacent drivers $w_{pre}, w_{cur}$ do
       - $r_{pre} \leftarrow$ current assigned request of $w_{pre}$
       - $r_{cur} \leftarrow$ current assigned request of $w_{cur}$
       - $\gamma = \frac{w_{pre}^{i} - (w_{pre}^{i} + p_{pre}^{i})^{\gamma}}{\sum_{i}^{\gamma} (w_{pre}^{i} + p_{pre}^{i})^{\gamma}}$
       - If $\gamma > \epsilon$ then
         - Accept $\rightarrow$ False
         - Break
   - If accept then
     - Update $M(t)$ based on $P$.
   - End
3. End

Return $M(t)$

Algorithm 5: Assignment algorithm.

**Input:** The bipartite graph $G(t) =< W(t), R(t), E(t) >$

**Output:** Assignment $M(t)$

1. $P(t) \leftarrow$ split $G(t)$ by BFS.
2. $M(t) = \emptyset$
3. For each $p \in P(t)$ do
   - If there is only one driver $w$ (request $r$) then
     - $M_p \leftarrow \langle w$(best driver), best request($r$)$>$
   - Else
     - $M_p \leftarrow FairAugmentation(p)$
   - End
4. $M(t) \leftarrow M(t) \cup M_p$
5. End

Return $M(t)$

and sorts requests by rewards per batch($p_r / r_r$) in a descending order. Then it assigns request to drivers respectively based on the order.

- Integer-Linear-Programming (ILP) [17]: it is the first work that applies amortized fairness to assess the earnings fairness in ride hailing. It converts the problem into an integer linear programming problem. For fair comparison, we omit the passenger-side fairness from its optimization objective.
- Reassign (REA) [13]: it first calculates two assignments optimizing utility and fairness (as per $\min_u U_a$ for equal

<table>
<thead>
<tr>
<th>City</th>
<th>Method</th>
<th>$F$ (weekday)</th>
<th>$U$ (weekday)</th>
<th>$F$ (weekend)</th>
<th>$U$ (weekend)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>DG</td>
<td>41.767</td>
<td>2.242,977</td>
<td>31.962</td>
<td>2.131,996</td>
</tr>
<tr>
<td></td>
<td>ERG</td>
<td>48.549</td>
<td>2.256,277</td>
<td>35.903</td>
<td>2.172,489</td>
</tr>
<tr>
<td></td>
<td>LAF (ours)</td>
<td>22.656</td>
<td>2.656,773</td>
<td>13.384</td>
<td>2.565,060</td>
</tr>
<tr>
<td>B</td>
<td>ILP [17]</td>
<td>44.072</td>
<td>2.246,077</td>
<td>30.573</td>
<td>2.122,834</td>
</tr>
<tr>
<td></td>
<td>REA [13]</td>
<td>44.251</td>
<td>2.250,118</td>
<td>27.865</td>
<td>2.134,534</td>
</tr>
<tr>
<td></td>
<td>LAF (ours)</td>
<td>7,420</td>
<td>1,297,735</td>
<td>28,563</td>
<td>1,360,659</td>
</tr>
<tr>
<td>C</td>
<td>ILP [17]</td>
<td>38.594</td>
<td>1,373,478</td>
<td>37,464</td>
<td>1,452,488</td>
</tr>
<tr>
<td></td>
<td>REA [13]</td>
<td>31.744</td>
<td>1,319,958</td>
<td>33,671</td>
<td>1,373,691</td>
</tr>
<tr>
<td></td>
<td>LAF (ours)</td>
<td>7,420</td>
<td>1,479,348</td>
<td>4,976</td>
<td>1,616,385</td>
</tr>
<tr>
<td></td>
<td>ERG</td>
<td>12.597</td>
<td>872,993</td>
<td>9,044</td>
<td>865,051</td>
</tr>
<tr>
<td></td>
<td>LAF (ours)</td>
<td>2,553</td>
<td>1,114,000</td>
<td>2,952</td>
<td>1,109,474</td>
</tr>
</tbody>
</table>

Table 2: Overall results on fairness $F$ and utility $U$ of different assignment algorithms. A smaller $F$ means better fairness and a larger $U$ means higher utility.

Evaluation Metrics. We assess the performance of different methods by fairness, utility and efficiency, where fairness is measured by the temporal earnings fairness (Definition 6), utility by the total utility (Definition 4) and efficiency by hourly accumulated consuming time for assignment.

Implementation. All the algorithms are implemented in Python3. We set the discount factor $\gamma$ (in Eq. (7)) to 0.9 and learning rate $\beta'$ (in Eq. (8)) to 0.025. The experiments are conducted on Intel Xeon CPU E5-2630 v4 @ 2.20GHz with 12GB memory.

5.2 Overall Performance

Table 2 summarizes the fairness and utility metrics of different assignment methods on datasets of the three cities. Overall, LAF improves the fairness metric by 45.7% ~81.4% than the baselines on weekdays and 52.0% ~86.7% on weekends. LAF also achieves the highest total utility, which is 7.7% ~29.1% higher than the baselines on weekdays and 11.3% ~28.5% on weekends. In particular, our LAF outperforms ILP by 68.4% and 22.1% on average in terms of fairness and utility, respectively. As for REA, LAF gains an average improvement of 69.3% and 20.1% in terms of fairness and utility, respectively. Also, LAF consistently outperforms the baselines in all the three cities.

Fig. 4 compares the efficiency of different algorithms. The simple baselines DG and ERG have a time complexity of $O(|E| \log |E|)$ and $O(|W| \log |W|)$, respectively. They are fast but perform poorly in terms of fairness and utility e.g., 114.6% and 14.2% worse than LAF in fairness and utility at weekends in City A. Our LAF is almost as fast as these two simple solutions, and the running time of LAF is relatively stable across all hours of the day. ILP and REA can be up to 797% slower than LAF. Also their running time is sensitive to the variations in traffic. During the rush hours when the number of requests surges rapidly, the time cost of these two methods also increase significantly.
We now take a deeper look at the performance of different methods on datasets of City A, the largest in scale among the three cities, to further understand the effectiveness of our method.

5.3 Experimental Result Analysis

We now take a deeper look at the performance of different methods on datasets of City A, the largest in scale among the three cities, to further understand the effectiveness of our method.

5.3.1 Why LAF Outperforms Others: A Case Study. As an illustration on the difference between different assignment algorithms, we plot the trajectories of a driver in Fig. 5.

- DG assigns the driver the nearest request regardless of fairness. After the second assignment, the driver is trapped in a remote area and cannot go back for other request (Fig. 5(a)).
- ERG assigns the driver with the lowest earnings ratio with the request of the highest \( p_r / \tau_r \). After the second request, the driver suffers a low earnings ratio and is assigned a long-distance request (Fig. 5(b)).
- ILP makes the same assignment as DG for this driver (Fig. 5(c)). This is because after the driver serves a long-distance request, his/her earnings ratio is relatively high, resulting in a short-distance request for the next batch. Then in a remote area, the relatively high earnings ratio after serving the two requests makes it difficult for the driver to get another request.
- REA accounts for both fairness and utility. The optimization for utility increases the number of requests assigned to the driver (Fig. 5(d)). But still, REA is unaware of the destination and the driver can only pick a short-distance request and may be trapped in a remote area.
- Our LAF makes assignments by considering their impact on the future assignments. The guidance also avoids the driver being trapped in remote areas. As shown in Fig. 5(e), after serving some requests in the busy area, the driver has a relatively high earnings ratios. Then the driver is assigned requests with remote destinations to be fair. Afterwards, to avoid being idle for too long, the driver is guided to areas where he/she can get requests and return to the busy area.

5.3.2 Correlation between Traffic Dynamics and Fairness. One of our contributions is to use the weighted amortized fairness \( F_w \) as the fairness metric (Definition 5). We justify the advantages of our weighted amortized fairness metric by showing the correlation between the weight \( \xi^{-1}(t) \) in \( F_w \) and the traffic dynamics.

Fig. 6(a) plots the numbers of drivers and requests as well as the weight \( \xi^{-1}(t) \) over different hours of a day. The numbers of drivers and requests reflect the variations of traffic. As is shown, the traffic goes up from 6 a.m. to 8 a.m., fluctuates during the daytime, and drops at night. The weight \( \xi^{-1}(t) \) shows the same trend. It indicates we put more weight of fairness during rush hours, where there are more drivers and thus requiring more fairness. Also note that the median of driver earnings within the current hour as \( \xi \) is a good option because it changes slightly earlier than the traffic. This is because experienced drivers tend to turn active a bit earlier before the rush hours, causing the median of earnings drops earlier and thus the weight \( \xi \) increases predictably.

Fig. 6(b) shows the hourly earnings of 3,500 randomly sampled drivers. As is shown, the distribution of drivers’ hourly earnings are relatively even when using our fairness metric as an optimization objective, and our LAF algorithm performs the best in reducing the number of drivers with extremely high/low hourly earnings.

5.3.3 Effectiveness in Optimizing Unweighted Amortized Fairness. Table 3 compares different algorithms on optimizing the unweighted amortized fairness (i.e., set \( \xi(t) \) to 1 for all \( t \)) and utility. The results show that our LAF still achieves 57.9% ~62.2% improvement in fairness and 17.3% ~17.6% improvement in utility, even though ILP and REA are designed to optimize the unweighted amortized fairness. Therefore, our LAF outperforms the state-of-the-arts in both unweighted and weighted amortized fairness.

### Table 3: Comparison of unweighted amortized fairness (used in [17] and [13]) and utility. DG is excluded because it does not no fairness. The utility results of the algorithms remain the same as Table 2.

<table>
<thead>
<tr>
<th>Method</th>
<th>( F ) (weekday)</th>
<th>( U ) (weekday)</th>
<th>( F ) (weekend)</th>
<th>( U ) (weekend)</th>
</tr>
</thead>
<tbody>
<tr>
<td>DG</td>
<td>44,442</td>
<td>2,242,977</td>
<td>33,057</td>
<td>2,131,996</td>
</tr>
<tr>
<td>ERG</td>
<td>54,270</td>
<td>2,248,669</td>
<td>38,315</td>
<td>2,166,980</td>
</tr>
<tr>
<td>ILP[17]</td>
<td>40,066</td>
<td>2,243,334</td>
<td>30,772</td>
<td>2,120,947</td>
</tr>
<tr>
<td>LAF (ours)</td>
<td>20,539</td>
<td>2,359,431</td>
<td>12,963</td>
<td>2,447,596</td>
</tr>
</tbody>
</table>

6 CONCLUSION

In this paper, we propose Learning to Assign with Fairness (LAF) that effectively and efficiently optimizes the total utility (expected total earnings of drivers) and driver fairness (weighted amortized fairness of driver earnings). The key novelty is to apply reinforcement learning to make assignments that explicitly account for the dependency among assignments such that both utility and fairness can be optimized in a holistic view. LAF also incorporates a set of techniques to stay adaptive to traffic dynamics and different urban layouts, and make fast assignments over large-scale of data. Experimental results show that LAF achieves 86.7%, 29.1% and 797% improvement in terms of fairness, utility and efficiency over the state-of-the-art fair assignment algorithms for ride hailing. We envision our work as a guideline for practical adoption of fair task assignment in real-world ride hailing applications.
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